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Abstract— Current mobile trend is based on Seamless communication and wireless network. Using one core IP network to roam among
different networks is critical. That's why Seamless communication is an important research topic nowadays. The best successful solution is
mobile IP. But the performance is poor considering the handover delay. Hierarchical MIP (HMIP) and Fast MIP (FMIP) are two standards
for handover delay improvements. But still it can't fulfill the requirements. Thus combining intelligent algorithm of handover delay with
tracking technology of movement, Seamless MIP(S-MIP) is came under consideration. In this paper, handover delay reduction approaches
are shown first. We consider Seamless Mobile IP and study the effect in delay and performance. A simulative comparison is shown here in
terms of handover delay, bandwidth and loss of packets. Simulation results are analyzed and S-MIP performances are evaluated. Proving

suggestion of some future work the thesis concludes.

Index Terms— ARP, COA, Mobile IP, MIPv4, Handover Delay, MIFA, Seamless MIP and MAP.

1 INTRODUCTION

Technology of modern network firstly attained in the wired
networks and the following engrossed in the field of wire-

less network. Applications may be worked in secure
wired network, hybrid network or genuine wireless network.
Progressing accomplishment or performance in these infra-
structures (network) has been consecutive endeavor for dec-
ades. In this paper we have discussed about the approaches of
the delay of handover reduction particularly, the Fast MIP
(FMIP), Hierarchical MIP (HMIP) and Seamless Mobile IP. The
paper discloses the effects of these intercourses in the network
perfection and the handover delay as well. A study of simula-
tion takes place an analogy among the bandwidth require-
ment, handover delay and packet loss. This paper finishes
with the result of simulation analysis and lastly provides some
suggestions for the work of future.

2 OVERVIEW OF MOBILE IP PRoTOCOL

In this section, we describe the Internet Protocol and differ-
ent mobile IP version.

Internet Protocol: The Internet protocol (IP) gives an uncer-
tain, connectionless delivery mechanism. It prescribes the fun-
damental unit of data alteration or transfer through TCP/IP
[1]. IP executes the routing function, selecting a way for
transmitting data. IP covers the law for the unfaithful data
delivery: how routers and host mode packets, when and how
error messages should be created, and which postulate can be
cancelled. IP is liable from internetwork, interconnects many
networks (sub-networks) into the internet [2]. Finding the
packets from different sources and rescues them to the correct
target or destination. This needs advance knowledge about the
network topology, the selection of the compatible path, and
the evasion of congestion; this may be completed using the
scheme of IP addressing. IPv4 and IPv6 addresses are 32 bits
and 128 bits long comparatively [3]. Some are preserved for
IPv4 address and some are address of link local addresses that
are not identical and routable on the link. The IPv6 adjacent
discovery protocol is a much advanced version of two IPv4
protocols, the ICMP router indication protocol [4] and the ad-

dress resolution protocol (ARP).
The IPv6 main features are:

@ The Hierarchical addresses, for reducing the size of rout-
ing table in the memory.

@ The simple header, for routing process and more fast or
quick forwarding.

@ Security enhancement, including the availability of en-
cryption and authentication.

@ The assignment of dynamic addresses.

Mobile IP Version: The IETF drafted a solution for the mo-
bility of internet officially called “IP mobility support” and
folksy named mobile IP (MIP) [5]. The usual features include:
subtlety transparency to application and the protocols of
transport layer, interoperability with IPv4 (using the similar
addressing design), security and scalability [6, 7]. The chal-
lenge of mobility is how the host will intercept its address
while it’s converting, without demanding routers for learning
host-specific routes [8]. Mobile IP resolves this problem by
granting the mobile node to catch two addresses together. The
first is permanent and stable; it employed by the applications
and the transport protocols. The second is moveable or tempo-
rary; it shifts as the mobile node steps and is tenable only
while the mobile node travels a certain position. The mobile
node gets the permanent address on its actual home network.
Then it goes to an external network and gets the moveable or
temporary addresses. After that, node (mobile) must transmit
the temporary address to an agent (router) at the home net-
work. The agent then will separate packets transmit to the
mobile node’s fixed address, and uses the technique of encap-
sulation to tunnel the packets to nodes (mobile) of temporary
address. When the mobile node steps again, it gets a fully new
temporary address, and sounds the home agent of its recent
position. When the mobile node behind home, it must amal-
gam the home agent to close intercepting the packets. Fixed
address of mobile is called the home address, because it is at-
tributed by the home network, and it is a similar address such
that one ascribed to a static node. When the node (mobile)
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appends to a external network, it must gain the moveable ad-
dress which is known as care of address (COA) with concre-
tion to a router in the foreign network named the external
agent; the node (mobile) must primary discover the external
agent then amalgam the agent to gain the care of address. The
COA is acted like any other address on the external foreign
network. Discovering the external agent (foreign agent discov-
ery mechanism) is made by means of the ICMP router finding
process. Routers transmit an ICMP router declaration mes-
sage periodically for each and others and a host dispatching
an ICMP router solicitation to prompt for an advertisement,
this process is called the Router discovery mechanism. The
mechanism of foreign agent discovery added more infor-
mation to the router discovery message named the extension
of mobility agent. This will grant the foreign agent to an-
nounce its being and mobile node to appeal the advertisement.
After the mobile node records with an agent on the external
network, it must also records with its home agent appealing to
move packets to it COA. The node (mobile) transmits registra-
tion requests to the external or foreign agent that moves it to
the home agent. A node (Mobile) notifies with other nodes by
using the following process: when the MN sends or transmits
information to another node, the packets pursues the shortest
way from the foreign network to the appointed destination.
The reply may not follow the similar route, packets are sent to
the mobile’s home network first to home agent that has regis-
tered the mobile COA. Second the HA waylays the packets to
differentiate its targeted address and then it encapsulates and
adits the packets to the care of address. This COA on the out-
door datagram marks the foreign agent, which gets the pack-
ets from the home agent, de-capsulate them, and then checks
its registered mobiles table, and finally sends the packets to
the right node (mobile). When the MN (mobile node) goes to a
foreign network and wants to cohere with another node near
to the foreign network this reasons a delay problem called the
triangular routing. Every packet sent to the mobile node visit
across the internet to the mobile’s home agent that onwards
the packets back again at the foreign network. The puzzle can
be solved using a host specific route, which can be propagat-
ing to the nodes near the FAs; this can boost eliminating the
delay [9].

Fig. 1. Mobile IP Version 4.
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Mobile IP Version 6: MIPv6 is the modified version of
MIPv4, in order to match IPv6 requirements [10]. It has the
same protocol architecture as MIPv4, with some differences in
the foreign agent discovery procedure, COA (care of address)
records, encapsulation and security enhancement. Three IPv6
addresses must be fixed to the mobile node that are the pre-
sent link local address, the fixed home address and the care of
address (COA) that is connected with the nodes of mobile
home address, when it is travelling an external network. The
network prefix of the COA will be the very similar to the for-
eign network prefix, and consequently all packets prescript to
this COA will be immediately forward to the node (mobile).
When the mobile node goes from one to another network, the
care of address must be shaped by using temporary address
auto configuration address (DHCP) according to the IPv6 ad-
jacent unbolting protocol. The mobile nodes home address is
associated with its COA known as binding; MIPv6 is manag-
ing a binding cache as an original data structure gathered by
the node of each IPv6. After the node has fastened or regis-
tered to its COA with a home agent, the agent who uses proxy
adjacent or neighbor discovery to separate IPv6 packets de-
termined to the home address mobile node and mines them to
the mobile nodes care of address by managing IPv6 encapsula-
tion [9]. MIPv6 delivers the scope to other nodes to contact
straightly the mobile node; a node of communicant will learn
the knotting mobile node’s, add these binding to the binding
cache, and when it transmits packets to the mobile node, it
shifts them to the mobile node’s COA certain in the bind-
ing (this is same to the existing MIPv4 route optimization).
In future, in order to contact with the node, the MN records its
COA with its HA, and notifies correspondent nodes (CNs)
with its binding to generate or update binding cache known as
the update of binding. A binding confession is sent by a node
showing that it gets the updating of binding. The acknowl-
edgement of binding is transmitted directly to the mobile
node, the goal address of the packets conveying the acknowl-
edgement must be the nodes of mobile of COA which can be
informed from the message of binding update. After receiving
the update (binding) and registering it to the cache of obstruc-
tions, the informant node (CN) transmit packets straight away
to the mobile node without the requirements of onward the
packets, first is the mobile node’s home agent. This process
will aid to elect the triangular routing puzzle, which generates
longer suspension to the packets delivery procedure [11]. A
Mobile node must be able to transmit binding updates, exe-
cute IPv6 de-capsulation and receive binding acceptance. Sim-
ilar rules apply to the correspondent nodes. In home network,
the mobile node discovers new routers by using the protocol
of router discovery appeared on obtained routers announce-
ment messages. Discovery protocol of IPv6 neighbor is used
by MIPv6 for motion detection as alluded before. Away from
home, mobile node choose one router from the default (rout-
ers) list to be used as a default router, and when the router
become inaccessible, mobile node must be switched to another
default router. In wireless traffic, the mobile node is generally
connected to the internet via various points of attachments or
multiple entrance routers (wireless coverage overlap). The
mobile node will take packets at its aged COA even after the
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setup of its new COA and accusation it to the home agent; this
makes the handover procedure smoother among the entrance
or access routers. MIPv6 is more corroborating for security,
using IPv6 some security specifications should be calculated;
authentication required to be completed by all (IPv6) nodes, so
the mobile node will be able to transmit authenticated binding
updates. There is also extra overhead produced from the bind-
ing acknowledgement interchange. All this overhead will intu-
ition the handover delay for mobile node while it’s changing,
and probably incrementing the handover delay.

— .
z
T
[

Fig. 2. Mobile IP Version 6.

3 HANDOVER DELAY APPROACH

3.1 Handover Delay reasons

A mobile node (MN) managing MIP to help mobility will
execute different tasks exchanging information and signaling
with the Home Agent (HA) and the Foreign Agent (FA): then
it steps, a mobile node would detect that it has moved, com-
municate across the foreign network to gain a secondary ad-
dress, and then communicate crosswise the internet to its
home agent to manage packets forwarding. It demands con-
siderable perfunctory after each step. Handover suspension or
delay is the time that arrested for redirecting the continuous
connection, when the mobile node transfers its attachment
spot from one to another. The handover suspension is covered
of two individual delays: First the time got for the HA regis-
tration procedure called as registration delay. Second the time
that got for MN to configure a modern network COA in the
foreign network named address resolution delay; both associ-
ated represent the bodily handover delay in mobile IP (MIP).
Delay retrenchment solutions are principally navel to abate
the FA address resolution delay and the HA registration de-
lay. Hierarchical network construction approach is exposed to
decrease the registration delay by using hierarchical handover.
For address resolution delay, an address pre-configuration is
published to reduce the delay time by fast handover access. A
linked hierarchical and fast obtainment also is suggested to
increase the perfection of mobile IP [12]. The presumptive
handover suspensions are 300 to 400 milliseconds that are ac-
complished by numerous studies. This means that the packet
loss for the IP layer handover procedure is still not enough to
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manage the original time applications.

3.2 Hierarchical Mobile IP (HMIP)

The hierarchical intercourse isolates the mobility aid man-
agement to micro mobility (intra domain) and macro mobility
(inter domain). The node of mobile may move inside a ap-
pointed domain with no requirement to inform the Home
Agent, as long as it goes inside that domain. A modern con-
ceptual essence named Mobility Anchor Point (MAP) is used
to help the hierarchical construction. MAP is a router that sus-
tains the binding procedure with the mobile nodes currently
travelling its domain. It is generally situated in the network’s
borders controlling numerous access routers, and get packets
on behalf of the mobile nodes inside its domain. When the
node (mobile) shifts to another network’s domain it must reg-
ister itself with the MAP serve that network domain [13].

The MAP function is to act as a Home Agent for the mobile
nodes. So it separates the packets targeted to the address of
mobile nodes inside its domain and then tubes them to the
correspondent COA of the mobile nodes in their external net-
work. When the node (mobile) changes it’s care of address
inside the MAP domain, it just requires registering this mod-
ern address with the MAP named Local care of address
(LCOA). When mobile nodes move to a new MAP domain, it
must attain a new regional care of address (RCOA) to get
packets from outside the domain and also LCOA for inside
domain movement. The mobile node would use the MAP’s
address as an RCOA, and it receives the LCOA from the For-
eign Agent. After constructing the mobile node address
transmits a binding update to the MAP, which will bind the
mobile node’s RCOA to LCOA. Then the MAP will transmit
back a binding acceptance to the mobile node announcing the
successful registration. Another binding update would be also
transmitted to the mobile node’s Home Agent every time it
shifts its RCOA. Using HMIP; the mobile node just requires
executing home agent registration when it shifts the whole
MAP domain. As long as the mobile node goes inside the
MAP domain, the HA registration will be concealed. This pro-
cess will reduce the overall handover suspension by minimiz-
ing the HA registration delay [14].

Internet

Fig. 3. Hierarchical Mobile IP.
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3.3 Fast Mobile IP (FMIP)

The fast handover approach reduces the handover delay by
reducing address resolution delay. The node of mobile will
pre-configure a modern COA before it goes to a modern net-
work. In the fast handover the node of mobiles shifts among
access routers which defined as the last router connects the
wired network to the wireless network. The old access router
(OAR) is the router to which the node (mobile) is currently
connected, and the new access router (NAR) is the router that
the node (mobile) is planning to move. Fast handover uses the
wireless link layer (L2) trigger which informs the mobile node
that it will soon need to perform a handover. The L2 indica-
tion mechanism predicts the mobile node’s movement accord-
ing to the received signal power. Seven additional messages
between the mobile node and the access router must be in-
troduced by the fast handover: the Router Solicitation for
Proxy (RTSO1PR) from the MN to the OAR, the Proxy
Router Advertisement (PRRTADY) from the OAR to the MN,
Handover Initiation (HI) from OAR to NAR and Handover
Acknowledgement (HACK) from NAR to OAR. Besides Fast
Binding Acknowledgement (F-BACK), Fast Binding Update
(F-BU) and Fast Neighbor Advertisement (F-NA). To initiate a
fast handover process in a wireless LAN first the node (mo-
bile) transmits RTSO1PR message to the OAR after it notices
the need for a handover; the address of link layer is sent to the
next access node by the MN with RtSolPr message. The OAR
response with PrRtAdv message, which contains some infor-
mation about the new point of attachment if it is: known, un-
known or connected to the similar to the mobile node the net-
work prefix that should be used to create the modern or new
care of address. After forming the new COA using stateless
address configuration, mobile node transmits fast binding
update (F-BU) to the OAR as the last message before acting the
handover, and then a fast binding acknowledgement (F-
BACK) will be sent either by the OAR or the NAR to the mo-
bile node to insure a successful binding, the OAR will send
duple F-Back messages to the NAR as well. When the mobile
node shifts to a new network, it transmits a fast neighbor ad-
vertisement (F-NA) to initiate the packets forwarding from the
NAR [15].

To facilitate packet forwarding, OAR and NAR will ex-
change some messages between them, which result in reduc-
ing the address resolution delay. The OAR sends a handover
initiation message (HI) to the NAR, requesting a new COA
registration for the mobile node and also it contains the old
mobile nodes COA. The NAR will response by sending hand-
over acknowledgment (Hack) to declare receiving or rejecting
the modern COA. Temporary tunnel will be set by the OAR to
the new COA if the NAR accepts the new COA. Otherwise the
OAR will tunnel the packets to the NAR temporarily if it re-
jects the new COA, which will take care of forwarding the
packets to the node (mobile). More than one study shows that
using hierarchical and fast mobile IP together will effectively
reduce the overall handover delay to around 300 to 400 milli-
seconds, which is still not sufficient for offering seamless
handover requirements [16].
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3.4 Seamless Mobile IP (S-MIP)

The architecture of seamless handover which is based on
both a fast handover algorithm that is using wireless link in-
formation and the architecture of a hierarchical network in-
formation. In addition S-MIP introduces a new intelligent
handover mechanism [17].

The main objects which S-MIP as trying to be:

=2 handover delay that is similar to a handover delay (in
order of tens milliseconds).

<Decreasing the protocol’s signaling, no more above
than that for the connected hierarchical and fast approaches.

<Reduce the packet waste due to the handover delay.

A packets loss has mainly two reasons: one is the terminal
packet damage occurs between the mobile node and the last
access router. The other is the segment packets loss which
happens between the access router and the MAP. The segment
loss is due to the unpredictable nature of the handover which
sometimes results on switching the data flow at the MAP
while it receiving a nabbing updates, and the terminal packet
damage is due to the transmission errors and the mobility. S-
MIP goals to minimize both kinds of packet damages; terminal
packet damage is reduced by locating the MAP as close to the
mobile node as possible it’s better to be located at the entry
router that connects the wire network to the wireless network .
Segment packets damage is reduced by using a new suggested
entity called Synchronized-Packet-Simulcast (SPS). S-MIP that
is using hybrid handover mechanism; the mobile node which
has the highest knowledge about its present location and its
accepted signal strength will begin the handover system, and
then the network system will be responsible for determining
the point of the following attachment. It is a decision from the
movement tracking procedure, which divided the mobile node
movement as one of three modes: either linearly, stationary at
the middle of two overlapping access routers [18].

=N
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Fig. 4. Seamless MIP Architecture.

The architecture of S-MIP network is hierarchical base that
is adding a new entity named decision engine (DE). Mobility
Anchor Point (MAP) divides the network to domains to man-
age the mobility as micro or macro mobility like in hierarchical
handover the Mobility Anchor Point (MAP).The decision en-
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gine (DE) takes the handover decisions, and controls the
handover procedure on its network domain. The DE tracking
all the mobile devices in its network domain in order to identi-
fy the movement modes of the mobile nodes, and keeps a
global view of the network. This will be done through periodi-
cal messages from the access routers. The DE also offers load
balancing by connect the mobile node to the lower load access
routers. S-MIP adds six new messages: Current Tracking Sta-
tus (CTS) message from the MN to DE, which contains loca-
tion tracking information. Carrying Load Status (CLS) mes-
sage from the ARs to DE, which contains the information re-
garding how many mobile nodes an AR is currently manag-
ing. Handover Decision (HD) message from the DE to ARs,
which contains the handover decision at the DE, namely
which AR a MN should handover to. Handover Notification
(HN) message from the OAR to MN, which contains the indi-
cation from the OAR to the MN, directing which NAR the MN
should handover to. The OAR derives the content of the HN
message from the received HD message. Simulcast (Scats)
message from OAR to MAP. The Scats message starts the SPS
process. Simulcast Off (Scoff) message from NAR to MAP.
This message terminates the SPS process [19].

The Seamless handover starts when the mobile node wants
to move to a new network, then it will receive beacon adver-
tisement messages from the new entrance router, the MN will
initiate the handover by sending RtSolPr message to the 0AR.
Then the oAR will send HI messages to all the potential nARs
identified by the MN in the RtSolPr message. The HI message
will contain the requested care of address on the nAR and the
current care of address of the 0AR. The nARs will respond by
Hacks message accepting or rejecting the new care of address.
In the case of the nAR accepting the new CoA, the 0AR sets up
a temporary tunnel to the new CoA. Or in the other case the
0AR tunnels the packets to the nAR, which forwards them to
the MN temporarily. Similar to the hierarchical handover the
MN will receive PrRtAdv message from the 0AR.

All access routers send CLS messages to the DE periodi-
cally every three seconds, which is reply to the router adver-
tisement messages transmitted by the DE. The CLS message
indicates the numbers of mobile nodes were connected to the
access router and their IP addresses. The MN sends CTS mes-
sage to the DE when it receives link layer beacon advertise-
ment from a new access router. The CTS message contains
information about the signal strength of the new access router.
This information will be used for location tracking, ARs for-
ward CTS every second until it receives an HD message from
the DE. The DE analyzes CTS and CLS messages in order to
track the mobile node movement, and then the DE tacks the
decision and sends HD message to all participating ARs. Then
the 0AR will send HN message to the MN to indicate the next
AR that the MN must handover to. According to the move-
ment tracking the seamless handover will follow one of three
procedures: The first procedure is stochastic movement mode,
here the DE, using an HD message, will inform the ARs to be
in anticipation mode. In this mode the mobile node will not be
associated with an AR, but the AR will keep the MN’s binding
to be ready if the MN returning, which will reduce the unnec-
essary re-setup delay. The HN message from 0AR to the MN
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indicates that the MN will switch network freely, just using
fast neighbor advertisement F-NA message. The DE sends HD
message to any AR if it indicates that it no longer involves
requiring ending the anticipation mode. The second procedure
is stationary mode; here the MN will be stationary state be-
tween two ARs coverage areas. The DE using HD message
will start multiple bindings between the MN and the ARs,
which enable the MN to use more than one CoA at the same
time. The third procedure is linearly movement mode; here
the HD message contains the AR to which the MN wills hand-
over to. Another HD message will be sent to the rest of the
ARs that are not selected by the DE.

Then the MN will just need to send F-BU message to the
OAR after it receives the HN message and form the new CoA,
in order to bind its present on link address to the new CoA.
Then the oAR will send the Scast message to the MAP to initi-
ate the simulcasting of the packets, which mean the duplica-
tion and sending the packets to both the oAR and the nAR at
the same time. The oAR will send the F-Back message to both
the current and the new networks to ensure that the MN re-
ceives its message. After receiving the F-NA message the nAR
starts forwards packets to the MN, at the time the 0AR is also
forwarding packets to the nAR, and sending all the packets on
the wireless channel to ensure the reception by the MN in case
it does not switch networks immediately. Then nAR will send
Soff message to the MAP after it forwards all the packets
transmitted by the oAR to the MN. The MAP then updates
binding of the new on link address of the MN with its regional
CoA. The Soff message will be forwarded to the DE, which
will not permit the mobile node to execute another seamless
handover before the current one is completed. Some modifi-
cations to the standard router advertisement message must be
done. Similar to hierarchical handover the MAP discovery
option added to the router advertisement message enabling
the MN to discover the MAP. The DE reply option also must
be added to the router advertisement, in order to synchronize
the timing of the CLS message from ARs to the DE. This syn-
chronization of CLS messages in addition to the periodic CTS
messages is important to the calculation of the movement
tracking and also to the handover algorithm.

3.5 MIFA Description

For the initial registration, the MN uses the regular
MIP procedures. In addition, the MN informs the FA and the
HA that it prefers to use MIFA in future registrations [20]. As
a response to this, the HA builds a security association be-
tween the HA and the FA-K1FA-HA on one side and between
the MN and the FA on the other side KIMN-FA. The FA in
turn derives the keys, generates two random variables R1, R2,
generates another key (K2MN-FA) between the MN and the
FAs in the L3-FHR, to which the present FA associated to, en-
crypts K2 MN-FA with K1 MN-FA, add R1, R2 and the en-
crypted K2 MN-FA in extensions to the Reg-Rply message,
authenticates the new message with K1 MN-FA, and sends it
to the MN. Next, the FA performs the Initial_Authentication_
Exchange procedure.
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Fig. 5. Initial_Authentication_Exchange.
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Fig. 6. Move_Notification.

With this procedure, the current FA sends a
Move_Probability_Notification to the HA. The message con-
tains two random variables R1, R2 and the security association
between the HA and whole FAs in the L3-FHR, to which the
current FA belongs to, (K2 FA-HA). This key is encrypted with
K1 FA-HA, which has been generated during the initial regis-
tration. K1 FA HA authenticates this message too. The HA
responds to the notification by sending an Acknowledgement
(Move_Probability_Acknowledgement ).

In order to notify the FAs in the neighbourhood of a poten-
tial handoff of a MN, the current FA performs the
Move_Notification procedure (Figure 6). With this procedure
the current FA transmits a Move_Probability_Notification to
all of the FAs in the L3-FHR. The message contains the securi-
ty organizations between the MN and the FAs in the L3-FHR
(K2 MN-FA) and between these FAs and the HA (K2 FA-HA).
These security associations are encrypted with the shared se-
curity organization existing between the FAs (K FA-FA),
which authenticates these messages too. The MN will move to
one of these FAs. As a result, the two keys will be used by one
of these FAs and deleted from the others, when the keys life-
time expires. Each neighbouring FA replies optionally a
Move_Probability_ Acknowledgment as a response to the no-
tification, as depicted in figure 6.

Next, the Authenticators_Exchange procedure is executed
as shown in figure 6 to transmit the authentication infor-
mation to every FA of the L3-FHR. Each FA in the L3-FHR
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sends an Authentication_Information_Request to the HA. This
message is authenticated by K2 FA-HA. The HA then re-
sponds by an Authentication_Information_Response. This
message contains the authentication values that the MN and
the HA have to produce in the next registration. In addition,
the message includes the supported features of the HA (e.g.
simultaneous binding, GRE, etc.) which are required by the
FA to decide whether the MN is authenticated or not and
whether the requirements of the MN can be satisfied or not.
These features are used to support replay protection too. This
message is authenticated by K2 FA-HA. The Authentica-
tors_Exchange procedure is optional as depicted in figure 7.
Instead of using this procedure, the information existing in the
Authentication_Information_Response can be sent with the
Move_Probability_ Acknowledgment message sent from the
HA to the current FA during the Initial_Authentication_ Ex-
change procedure. The current FA spreads this information to
the neighbouring FAs with Move_Probability_Notification
procedure. This guarantees the scalability of MIFA [20].

When the MN moves to one of these FAs it performs
the Registration_by Neighbour _Agent procedure (Figure 8).
The MN gets an Agent_Advertisement, which indicates that
the current FA supports MIFA. The MN builds and sends a
Reg_Rgst to this FA. This message includes MIFA authentica-
tion information and will be authenticated by the security
association existing between the MN and the FA (K2 MN-
FA ). The current FA then compares the MN-FA authentica-
tion information using K2 MN-FA. If the authentication suc-
ceeds, it compares the MIFA authentication information and
the identification field, to be sure that the replay protection
requirements are met. If these requirements are met, the cur-
rent FA examines whether the HA can satisfy the require-
ments of the MN (by examination of the features supported by
the HA). If this examination is successful, the current FA sends
a Previous_FA_Notification to notify the previous FA that it
must tunnel the packets destined to the MN, to the current FA.
This message is authenticated by the FA-FA security associa-
tion (K FA-FA).

Fig. 7. Authentication_Exchange.
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The current FA then generates two random variables R1,
R2, generates the keys (K3FA-HA , K3 MN-FA ), which will be
used to authenticate the messages in the next registration with
the next FA in the L3-FHR, encrypts K3MN-FA with K2MN-
FA and sends Reg-Rply message to the MN. This message con-
tains of extensions containing R1, R2, and the encrypted
K3MN-FA additionally to the standard fields used by MIP.
After that the current FA encrypts K3FA-HA with K2FA-HA
and sends an HA_Notification to notice the HA about the re-
cent binding, the two random variables and the encrypted
K3FA-HA are sent with this message. The HA then sends an
HA_Acknowledgment message and starts to establish the
tunnel to the current FA. The HA_Acknowledgment message
covers the information existing in Authentication_ Infor-
mation_Response message if the Authenticators_Exchange
procedure is not in use. After that the current FA starts then
the Move_Notification procedure. When the previous FA re-
ceives Previous_FA_Notification message it sends a
Move_Probability_ Acknowledgment as a response to this
message and starts the tunneling of the packets destined to the
MN to the new FA.

In order to be compatible with MIP and to avoid that the
communication is disrupted due to a loss of a MIFA control
message, each MIFA Registration Request has to contain the
MN-HA authentication augmentation. When a failure hap-
pens during any MIFA procedure (message loss), the
Reg_Rqst will still be processed by MIP [21].

4 COMPARISON & ANALYSIS

4.1 Comparison between MIFA & Mobile IP

We have planned a simple analytical sampling or model to
balance the raised protocol with Mobile IP. The network to-
pology applied is exhibited in Figure 10. We prescribe the fol-
lowing words:

T WL: Time needed for a message to pass via the wireless
link from the MN to the FA.

January-2017 598

T W: Time needed for a message to pass via the wired link
from the FA to the HA.

T PFA: Time needed for a message to pass via the wired
link from the present FA to the prior FA.

P MN: Time needed by the MN to move or process the reg-
istration.

P FA: Time needed by the FA to process the registration.
P HA: Time needed by the HA to process the registration.

P PFA: Time needed by the preceding FA to process the
registration.

We prescribe the following values: TWL=5ms, TW =10...
100 ms, TPFA =5 ms. The processing time for the function of
hash for authentication (HMAC-MD5) [22] is assumed to be 1
ms. The assumed time to create a key and to construct a mes-
sage is 1 ms, respectively. The estimation starts from the time
of geeting an Agent_Advertisement message from the FA. The
security associations (SA) disscussed in this experiment in the
case of MIFA are: MN-current FA_SA, current FA-HA_SA,
current FA-previous FA_SA and MN-HA_SA. In the case of
MIP MN-HA_SA is disscussed.

In the case of MIP, the time needed by the MN to restart
transmission in uplink and to get data in downlink is provid-
ed by equation [1]:

TMN-Uplink = TMN-Downlink = TMN =P + 2*T

Where T=TWL + TW and P =P MN + PFA + PHA

Filling in the values marked above, we got the equation [2]:

TMN (ms)=25+2*TW [2]

From the equation [2] we inform, that the time TMN de-
pendents on TW. Thus, this time will increase when TW rises.
In the MIFA case, the time needed to restart transmission in
uplink by the MN is independent of TW and given by equa-
tion [3]:

(1]

TMN-Uplink=P+2*T [3]
with T=TWL and P = PMN + PFA

Entering the accepted values, we got the equation [4]:
TMN-Uplink (ms) = 40ms [4]

From equation [4] we inform, that the time TMN-Uplink is
independent of TW. Thus, an increase of TW does not have a
negative influence on the operation of MIFA. The time needed
to restart reception of downlink data is provided by equation

[5I:
TMN-Downlink=P+2*T [5]

Where P = PMN + PFA + PPrevious FA and T = TWL +
TPFA

Entering the assumed values, we got equation [6]:
TMN (ms) = 50ms [6]

The calculations display that MIFA benefits from the in-
stalled tunnel among the HA and the previous FA. Until the
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new tunnel among HA and present FA is installed, MIFA
uses an additional tunnel from the previous FA to the pre-
sent FA. Thus, the time needed for the MN to resume recep-
tion of data in downlink is distinct of TW as well. This means
that MIFA performs a seamless and fast handoff free of TW,
i.e. the distance between FA and HA. Until a new tunnel
among the HA and the present FA is installed. The preceding
FA forwards packets to the present FA. Thus, the latency re-
sulting from the establishment of the new tunnel among cur-
rent FA and HA is hidden [22].

Figure 9 shows the time needed to restart transmis-
sion in uplink by the MN for MIFA and MIP when TW=
10, 25, 50, 75 and 100 ms, respectively. From the figure we can
be noticed that MIFA is faster than MIP even when the HA is
near to the FA. E.g. for TW= 10 ms, MIFA is 5 ms faster than
MIP. When TW improves, the advantage of MIFA increases.
The time needed in case of MIP is dependent on TW and will
increase when TW increases. However, in the case of MIFA
this time is independent of TW. Therefore, it will not rise
(TW= 25 ms, MIFA is 35 ms faster than MIP; TW= 50 ms,
MIFA is 85 ms faster than MIP; TW= 75 ms, MIFA is 135 ms
faster than MIP).

In Figure 10, the time needed to resume data recep-
tion in downlink by the MN is displayed for MIFA and MIP
when TW= 10, 25, 50, 75, and 100 ms, respectively. The figure
depicts that MIP is(1 to 5 ms) faster than MIFA when the
HA is near to the FA (TW=10 to 12 ms). However, if TW
increases, MIFA will outperform MIP.

THtplink = (7). THAN:Downlin 1T
[ UFAT ik SPTIN FA TR S|
- )y -
l21213 E!ﬂﬂ §
301 § . sm-- § §
E §l‘ Emu- s § % §
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Fid. 9. Tmn- uoiink = f (Tw) Fid. 10: Twn- powniink = f (Tw).

For this case the independence of MIFA from the dis-
tance between the HA and the FA makes it faster than
MIP (T W = 25 ms, MIFA is 25 ms faster than MIP; TW= 50
ms, MIFA is 75 ms faster than MIP; TW= 75 ms, MIFA is 125
ms faster than MIP).

We summarize that because of the independence of MIFA
from TW, it is more efficient than MIP for most cases, especial-
ly where the time needed for the message to pass via the
wired link between the present FA and the HA is large. Addi-
tionally, MIFA eliminates the reasons for latency present in
MIP. Moreover, MIFA increases the security of the connection
due to the mandatory addition of the FA in the security asso-
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ciation.

4.2 Comparison between MIFA and Hierarchical Mobile
IP

In order to assimilation MIFA with Hierarchical Mobile
IP (HMIP) another simple analytical model has been
planned [23]. The network topology used for this study is
shown in Figure 10. We define the following terms:

T1, T2, T3: The time needed for the message to running
through two adjoining nodes on the wired link.

PRFA : The processing time needed by the provincialism FA
for the registration.

PGFA : The processing time needed by the GFA for the regis-
tration.

The following values for these terms are assumed: T1 =T2 =T3
=3 ms, TWL =3 ms, TPFA =3 ms and TW = 10...100 ms. The
calculation starts from the time of receiving an
Agent_Notification message from the new FA.

When we suppose that the MN initially records with the FA1
(see Figure 10) the details in equation [1] will be:

T=TWL +TW + T1 + T2+ T3and P = PMN + PFA1 + PRFA3
+ PRFAL+ PGFA+ P HA

When we enter the values individualize above, we obtain
equation [7]:

THMIP-Uplink=THMIP-Downlink=49,5+2*TW [7]
Thus, the disruption time will improve when TW increases. In
the case of MIFA, the time after which the MN can resume

transmission in uplink is given by equation [3] with the terms
T=TWL and P =PMN + PFA1l

Applying the assumed values, we get:
TMN-Uplink (ms) = 27ms [8]

The time needed to restart felicitation in downlink is giv-
en by equation [5] with the terms:

T=TWL and P =PMN + PFA1 + PPFA

bl T

~ Bbernet

RFAT R

A4 RFAS

-———— e

Fig. 10. Network Topology for HMIP.
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Filling in the assumed values we get
TMN-Downlink (ms) = 39ms [9]

Figure 11 shows the relation between TMN-Downlink and
TMN-Uplink for TW = 10, 25, 50, and 100 ms, respectively. In
Figure 5.4 we see that for the case that the MN enters a new
domain,

This is similar to MIFA. In case the MN moves from the ar-
ea included by the FAL to the area included by the FA2, on-
ly the RFA3 must be aware of this movement. This means
that the MN registers with the second level of the hierarchy.
The time needed by HMIP for the registration with RFA3 is
defined again by the equation [1] with the terms:

T=TWL+T1 and P=PMN + P FA2 +P RFA3
Entering the assumed values specified above, we get:
THMIP-Uplink=THMIP-Downlink=24ms [10]

we obtain the time required to complete the registration
with RFAL for the case that the MN supports HMIP. P and T
are defined as follows:

T=TWL + TL + T2 and P = PMN + PFA3 + P RFA4 +
PRFAL

Entering the assumed values, we get:
THMIP-Uplink=THMIP-Downlink=32ms [11]

This means that the MN registers with the fourth level of
the hierarchy. The time required in case of HMIP to complete
the registration with the GFA is given by equation [1], too. P
and T are defined as the follows:

T=TWL+T1+T2+T3 andP =PMN + PFA5 + PRFA5 +
PRFA2 + PGFA

Filling in the values as specified above, we get:
THMIP-Uplink=THMIP-Downlink=40ms [12]

Figure 12 shows a comparison between the time required to
resume transmission in uplink and to continue receiving in
downlink in the case of MIFA and in the case of HMIP, Fig-
urel2 shows that HMIP outperforms MIFA in the case that the
second level of the hierarchy is informed about the movement
of the MN. In opposite to this, the MN resumes transmission
in uplink 5 ms earlier with MIFA. If the movement is con-
trolled by the fourth level of the hierarchy, MIFA is faster than
HMIP in the both directions. The MN resumes reception in
downlink 1 ms faster with MIFA than with HMIP. In uplink
the advantage of MIFA is 13 ms. these differences remain con-
stant regardless of TW [20].

Summarizing the comparison, we can state the following:

< MIFA adds extra security to the connection because the
FA authenticates the MN by using the MN-HA and the MN-
FA security association while HMIP authenticates the MN
only by using the MN-FA security association.

- With respect to performance, MIFA and HMIP are
comparable.

 MIFA may be combined with HMIP to improve the
handoff between the domains. This can be achieved by sup-
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porting MIFA in the GFAs.
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Fig. 11. T mn-pownink /-upink = f(T w ) and Fig. 12. Comparison Between
MIFA and HMIP for the different Hierarchical Levels.

4.3 Comparison between MIFA and Seamless Mobile IP

The handover delay, packet loss and bandwidth for MIP
and S-MIP is compared and seen that S-MIP is a better ap-
proach than MIP [24].

Handover Delay:
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Fig. 13. Handover Delay for Standard MIP.

Figure 13 shows the handover delay for the standard
mobile 1P, the black line represents the received packets
which indicate the mobile node’s (MN) receiving buffer
contents. The correspondent node (CN) transmits UDP pack-
ets to the mobile node (MN); the line shows the end to
end UDP connection versus the simulation time.

From the figure we can notice there were two hando-
ver processes during the simulation time: one at t = 37 and
the other at t = 55. The first handover happened when the
MN moved from the HA to the oAR, and the second
handover was happened when the MN moved from the
0AR to the nAR
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Fig. 14. Handover Delay for Seamless Mobile IP.

Figure 14 shows the handover delay for the seamless
mobile IP, the black line represents the received packets
which indicate the contents of the mobile node’s (MN)
receiving buffer. The correspondent node (CN) transmits UDP
packets to the mobile node (MN); the line shows the end to
end UDP connection.

From the figure we can notice there was one handover pro-
cess took place during the simulation time at t = 255. The
handover was happened when the MN moved from the oAR
to the nAR. The handover delay of the S-MIP case was shorter
compare to the standard MIP case (figure 13).

Bandwidth:
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Fig. 15. Link Usage for Standard MIP.

Figure 15 shows the link bandwidth in megabit per seconds
for the standard mobile IP, the black line represents the band-
width of the received packets which indicates the mobile
node’s (MN) receiving buffer contents. The correspondent
node (CN) transmits UDP packets to the mobile node MN, the
line shows the end to end UDP connection.

From the figure we can notice there were two hando-
ver processes during the simulation time: one at t = 37 and
the other at t = 55. The range of the link bandwidth was been
about 0.125 and 0.16 Mbps. During the handover processes the
link bandwidth was reached to zero, which means there were
no received packets by the MN at that time.
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Fig. 16. Link Usage for Seamless MIP.

Figure 16 shows the link bandwidth in megabit per seconds
for the seamless mobile IP, the black line represents the band-
width of the received packets which indicates the contents of
the mobile node’s (MN) receiving buffer. The correspondent
node (CN) transmits UDP packets to the mobile node (MN);
the line shows the end to end UDP connection.

From the figure we can notice the handover process during
the simulation time: one at t = 255. The range of the link
bandwidth was been about 0.125 to 0.16 Mbps the same like in
the MIP case. During the handover processes the link band-
width reached zero, which means there were no received
packets by the MN at that time. The amount of the lost band-
width is reduced by the S-MIP in this case compared to the
standard MIP case, and as well the link usage is also being
better.
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Fig. 17. Packet Loss for Standard MIP.

Figure 17 shows the packets loss in megabytes for the
standard mobile IP; the black line represents the amount of the
lost packets from the received packets.

From the figure we can notice there were three points for
the packets loss during the simulation time: one att =3, t = 38
and the other at t = 55. The lost packets at the first point
caused by the first sending of the packets and no handover
was involved, it is about 0.00125 Mb. The second point caused
by the first handover process and it reach to 0.005Mb, and the
last point is also caused by the second handover process and
the packets loss reach to 0.018 Mb.
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Fig. 18. Packet Loss for Seamless MIP.

Figure 18 shows the packets loss in megabytes for the seam-
less mobile IP; the black line represents the amount of the lost
packets from the whole received packets.

From the figure we can notice there was one point for
the packets loss during the simulation time: at t = 255. The
packet loss at this point caused by the first handover process
and it reach to 0.00275Mb, and it’s less than the value of the
lost packets for the standard MIP case.

4.4 Comparison and Result

We saw that, MIFA performs a seamless and fast handoff
independent of TW, i.e. the distance between FA and HA.
MIFA is faster than MIP even when the HA is close to the FA.
E.g. for TW= 10 ms, MIFA is 5 ms faster than MIP. For this
case the independence of MIFA from the distance be-
tween the HA and the FA makes it faster than MIP (TW =
25 ms, MIFA is 25 ms faster than MIP; TW= 50 ms, MIFA is 75
ms faster than MIP; TW= 75 ms, MIFA is 125 ms faster than
MIP).

MIFA is more efficient than HMIP for the both directions
(uplink and downlink). This is because of the independence of
MIFA from TW. MIFA in the case that the second level of the
hierarchy is about 3 ms faster than MIFA in uplink and about
15 ms faster in downlink. In opposite to this, the MN resumes
transmission in uplink 5 ms earlier with MIFA. MIFA is faster
than HMIP in the both directions.

The handover delay of the S-MIP case was shorter compare
to the standard MIP. From the figure we can notice there were
three points for the packets loss during the simulation time:
one at t = 3, t = 38 and the other at t = 55. The lost packets at
the first point caused by the first sending of the packets and no
handover was involved, it is about 0.00125 Mb. The second
point caused by the first handover process and it reach to
0.005Mb, and the last point is also caused by the second hand-
over process and the packets loss reach to 0.018 Mb. And there
was one point for the packets loss during the simulation
time: at t = 255.

5 CONCLUSION
The analytical calculation shown by Khalid Eltayb Aldalaty
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mentioned that the handover delay for standard mobile IP is 416
ms and for seamless mobile IP is 144 ms which is shorter than
standard mobile IP. So, seamless MIP is a better approach than
standard MIP.

In comparison together with MIP, MIFA abates the re-access
secrecy, and seize the FA to access the MN purely [24]. Thus,
there is no diminution of security. This may abates the puzzle
with wireless TCP bracing. Assimilation with HMIP displays
that MIFA is analogous to HMIP with regard to performance
and does not needed the hierarchic formation of mobility-
aware tumor the paradigm with HMIP. In connection, MIFA
can associated together HMIP to increase the handoff
between the domains. If we could combine the MIFA and S-
MIP, then the real time application could be possible.
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